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Abstract—Consumer behaviors and habits in food choices im-5
pact their physical health and have implications for climate change6
and global warming. Efficient food image recognition can assist7
individuals in making more environmentally friendly and healthier8
dietary choices using end devices, such as smartphones. Simultane-9
ously, it can enhance the efficiency of server-side training, thereby10
reducing carbon emissions. We propose a lightweight deep neural11
network named Global Shuffle Net (GSNet) that can efficiently12
recognize food images. In GSNet, we develop a novel convolution13
method called global shuffle convolution, which captures the depen-14
dence between long-range pixels. Merging global shuffle convolu-15
tion with classic local convolution yields a framework that works16
as the backbone of GSNet. Through GSNet’s ability to capture the17
dependence between long-range pixels at the start of the network,18
by restricting the number of layers in the middle and rear, the19
parameters and floating operation operations (FLOPs) can be min-20
imized without compromising the performance, thus permitting21
a lightweight goal to be achieved. Experimental results on four22
popular food recognition datasets demonstrate that our approach23
achieves state-of-the-art performance with higher accuracy and24
fewer FLOPs and parameters. For example, in comparison to the25
current state-of-the-art model of MobileViTv2, GSNet achieved26
87.9% accuracy of the top-1 level on the Eidgenössische Technische27
Hochschule Zürich (ETHZ) Food-101 dataset with 28% reduction28
in the parameters, 37% reduction in the FLOPs, but a 0.7% more29
accuracy.30

Index Terms—Climate change and global warming, deep31
learning, food recognition, global shuffle convolution, lightweight,32
long-range dependence.33

I. INTRODUCTION34

C LIMATE change and global warming have exhibited an35

alarming escalation in recent years, prompting growing36

awareness of the impact of dietary choices on the environment37

among the global population of 7.7 billion people [1], [2].38

Increasing numbers of consumers recognize that adopting eco-39

friendly and sustainable food options can contribute significantly40
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to mitigating these issues at an individual level. Moreover, such 41

choices drive producers and supply chains to embrace more 42

environmentally friendly practices. For instance, reducing meat 43

consumption can lower the greenhouse gas emissions associated 44

with livestock farming, while prioritizing local and seasonal 45

foods helps minimize carbon emissions during transportation. 46

Efficient food image recognition plays a pivotal role as the 47

initial step in empowering individuals to make such sustainable 48

choices. Accurate dietary recommendations derived from this 49

recognition not only assist consumers in selecting environmen- 50

tally friendly foods but also aid in choosing those that promote 51

personal health. This capability can readily be harnessed through 52

the smartphones that people carry with them daily. However, 53

given the constraints in power consumption and memory of 54

such end devices, it is imperative to optimize the neural network 55

utilized for food recognition. 56

Food image recognition occupies a pivotal position within the 57

rapidly evolving interdisciplinary realm of food computing [3], 58

playing an indispensable role across various domains, such as 59

dietary analysis, healthcare, and the food industry [4], [5], [6], 60

[7], [8], [9]. The proliferation of diverse cuisines and culinary 61

techniques has led to a surge in food image datasets, posing 62

challenges for sustainable expansion of server-side food image 63

recognition. Moreover, the substantial carbon footprint result- 64

ing from large-scale training of artificial intelligence on server 65

infrastructure has emerged as a pressing concern. Furthermore, 66

food image recognition entails intricate fine-grained analysis, 67

offering valuable insights for refining similar models in the 68

domain of fine-grained recognition [10]. Despite the widespread 69

adoption of deep learning methods in current approaches, char- 70

acterized by their high parameter count and extensive train- 71

ing and inference durations [11], [12], this article focuses on 72

developing lightweight deep neural network models tailored 73

specifically for food image recognition. 74

The rapid integration of artificial intelligence, particularly 75

deep learning, has permeated various sectors, including food 76

and agriculture [13], [14], [15], [16], [58]. However, research on 77

lightweight approaches for food image recognition remains rel- 78

atively sparse. Early endeavors primarily relied on lightweight 79

convolutional neural network (CNN)-based methods for food 80

image analysis. However, the inherent challenge lay in extracting 81

long-range information from images due to the dispersed nature 82

of ingredients. As illustrated in Fig. 1, the discriminative factors 83

in food identification often lie within the scattered arrangement 84

of ingredients, compounded by variations in size, shape, and 85
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Fig. 1. Some samples from ETHZ Food-101 [41] and Vireo Food-172 [51].
Ingredients are scattered throughout the food image.

distribution arising from different cooking methods. Capturing86

these long-range relationships amidst scattered food images is87

crucial for accurate dish recognition.88

While vision transformer (ViT) excels in capturing89

global information by leveraging attention mechanisms, its90

computational demands and training complexity pose signifi-91

cant hurdles [17]. To reconcile this, efforts, such as those by92

Sheng et al. [18], have attempted to amalgamate ViT’s global93

representation capabilities with CNN’s local feature extraction94

prowess. Nonetheless, the resultant models still entail consider-95

able parameter counts and computational overheads.96

The challenges in lightweight food image recognition are97

twofold. First, the scattered distribution of ingredients neces-98

sitates a nuanced understanding of long-range pixel correlations99

crucial for accurate recognition. However, conventional CNN100

architectures excel at capturing local features, requiring increas-101

ingly complex networks to model distant pixel relationships,102

thus contravening lightweight design principles. Second, while103

ViT offers a promising avenue for extracting long-range corre-104

lations, the quadratic increase in token interactions necessitates105

extensive computational resources and data for training, making106

adherence to lightweight constraints challenging.107

Our work has addressed key challenges in lightweight food108

recognition, namely, the limited expression of long-range infor-109

mation by CNNs and the complexity of training ViT models.110

We employ global shuffle convolution to capture dispersed111

food ingredients’ long-range information within food images,112

facilitating comprehensive global expression alongside local113

convolution. This parallel block serves as the foundational struc-114

ture of Global Shuffle Net (GSNet), markedly enhancing food115

image recognition accuracy. In addition, recognizing GSNet’s116

emphasis on extracting long-range features in the early stages,117

we significantly reduce network layers in the intermediate and118

posterior sections to minimize parameter count and compu-119

tational complexity. We design GSNet and conduct extensive120

experiments across various prominent food image databases,121

demonstrating superior recognition performance compared with122

existing CNN-based, ViT-based, and hybrid lightweight net-123

works. As illustrated in Fig. 2, GSNet surpasses several widely124

used lightweight CNN and ViT models renowned for their state-125

of-the-art (SOTA) performance, such as MobileNetV2 [19],126

MobileNetV3 [20], and MobileViTv2 [21]. Notably, GSNet127

achieves an 88.4% top-1 accuracy with only 3.1 M parame-128

ters, significantly outperforming MobileNetV3 (86.2%) despite129

having fewer parameters (4.3 M).130

We summarize our contributions as follows.131

1) We design a simple, effective, and easy-to-implement pure 132

convolutional model to capture the dependencies between 133

remote pixels on the food image plane to effectively 134

handle the dispersed distribution of ingredients in 135

food images. Simultaneously extracting short-range fea- 136

tures and long-range features through a parallel struc- 137

ture effectively improves the accuracy of food image 138

recognition. 139

2) Based on the fact that the model is dedicated to capturing 140

dependence between long-range pixels at the front of the 141

network, we redesigned a new lightweight neural network 142

that adapts to this feature and effectively reduces the 143

number of parameters and calculations. 144

3) We conducted extensive and comprehensive experiments 145

on four major food image datasets, and the results indicate 146

that our approach achieves SOTA performance with higher 147

accuracy and fewer floating operation operations (FLOPs) 148

and parameters, outperforming SOTA CNN-based, ViT- 149

based, and hybrid lightweight models. 150

II. RELATED WORKS 151

A. Lightweight CNNs, ViTs, and Hybrid Models 152

ResNet [22] is one of the most successful CNN architec- 153

tures. However, the best-performing CNN models are usually 154

high in parameters and FLOPs. Lightweight CNNs that achieve 155

competitive performance with fewer parameters and FLOPs 156

include ShuffleNetV2 [23], ESPNetV2 [24], EfficientNet [25], 157

MobileNetV2, [19] and MobileNetV3 [20]. MobileNetV3 [20] 158

belongs to the category of models developed specifically for 159

resource-constrained environments, such as mobile devices. The 160

basic blocks of MobileNetV3 [3] include the MobileNetV2 [19] 161

block and the squeeze-and-excite network [26]. The common 162

problem of CNN-based lightweight models is their weak ability 163

to extract global information. 164

In order to extract global information more efficiently, ViT 165

brings transformer models for natural language processing 166

tasks to the vision domain, especially image recognition. The 167

extensive use of ViT in the field of machine vision has also 168

attracted some research on its lightweight. Most efforts have 169

been focused on improving the self-attention process to increase 170

efficiency, such as SwinT [27], EfficientFormer [28], LightViT 171

[29], EfficientViT [30], MiniViT [31], and TinyViT [32]. 172

The common problems of ViT-based lightweight models are 173

the difficulty of training and the high computational cost due to 174

the quadratic number of interactions between tokens. Recently, 175

some researchers have tried to construct compact hybrid models 176

that integrate CNN and ViT for mobile vision tasks, which shows 177

that combining convolution and transformer achieves improve- 178

ment in prediction accuracy as well as training stability. Subse- 179

quently, there have been a large number of lightweight works on 180

these models, such as MobileFormer [33], CMT [34], CvT [35], 181

BoTNet [36], Next-ViT [38], EdgeViTs [38], MobileViTv1 [39], 182

and MobileViTv2 [21]. The hybrid lightweight model based 183

on CNN and ViT has done a good fusion in extracting global 184

information and local information, but there is still the problem 185

of large model size. 186
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Fig. 2. Comparison with SOTA CNN-based (MobileNetV2 [19] & V3 [20]) and Hybrid (MobileViTv2 [21]) lightweight models across different datasets.
(a): ETHZ Food-101 [41]. (b): Vireo Food-172 [51]; (c): UEC Food256 [52].

Fig. 3. GSNet. Here, Conv n× n in the GSNet represents a standard n× n convolution. In global shuffle convolution block, to illustrate the implementation
process, assume that both H and W are 6.

B. Lightweight Food Recognition187

Recently, Min et al. [3] gave a survey on food computing188

including food recognition. In earlier years, various handcrafted189

features were utilized for recognition [40], [41]. For example,190

Mehta and Rastegari [39] utilized random forests to mine dis-191

criminative image patches as a visual representation. Due to192

the rise of deep learning technology, many recognition methods193

based on deep learning have emerged [11], [12], [42], [43], [44],194

[45].195

Given the necessity of lightweight food image recognition,196

a lot of related research work has been proposed. Early re-197

searchers used the lightweight CNN method for food image198

recognition [46], [47], [48], [49]. Tan et al. [49] recently pro-199

posed a novel lightweight neural architecture search (LNAS)200

model to self-generate a thin CNN that can be executed on201

mobile devices, achieving nearly 76% recognition accuracy202

on the Eidgenössische Technische Hochschule Zürich (ETHZ)203

Food-101 dataset. The recognition accuracy of these CNN-based204

lightweight food recognition is generally low. ViT provides a205

new option for extracting global features of food images, Sheng206

et al. [18] tried to extract global and local features with a parallel207

structure composed of the ViT group and CNN and obtained the208

SOTA performance. However, due to the multihead attention 209

mechanism of the ViT, the model size is still large. 210

In contrast to the works that use ViT, we propose a simple 211

yet effective pure convolution network, which is based upon the 212

characteristics of food images and allows for better control over 213

parameters and calculations. In this architecture, a global shuffle 214

convolution is utilized to identify global features and a parallel 215

network structure along with CNN is fashioned to draw out local 216

features, resulting in SOTA performance. 217

III. METHOD 218

A. Brief Review of GSNet 219

Our objective is to propose a network model that can not only 220

effectively deal with the dispersion and diversity of food image 221

features, but also realize lightweight so that it can be better ex- 222

tended on the server side and deployed on edge and end devices. 223

The proposed GSNet is shown in Fig. 3. We use global 224

shuffle convolution to capture the long-range information of 225

food ingredients scattered in food images to enhance the model’s 226

expressiveness, and then form a parallel block with local convo- 227

lution. This parallel block is used as the basic structure of GSNet, 228
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Fig. 4. (a) Local convolution. (b) Dilated convolution. (c) Global shuffle
convolution.

which effectively improves the food image recognition accuracy.229

Based on the fact that GSNet focuses on capturing long-range230

dependence among different spatial pixels in the front part of the231

model, we reduce the number of network layers in the middle232

and rear parts, and correspondingly the effective reduction of the233

number of parameters and FLOPs is obtained. The experimental234

results show that this strategy can effectively reduce the number235

of parameters and FLOPs on the premise of ensuring recognition236

accuracy.237

B. Global Shuffle Convolution238

The global shuffle convolution method divides the image into239

several patches first, and then in each convolution operation,240

corresponding position pixels are taken out from each patch to241

participate in the convolution. Since patches cover the entire242

image, this convolution operation is to extract scattered corre-243

lation information. No matter how far the same ingredient is in244

the dish, it can be captured by the global shuffle convolution245

operation. As shown in Figs. 3 and 4(c), by first resetting246

the row and then resetting the column, the distant pixels are247

concentrated into 2 × 2 patches, and then a normal convolution248

with a kernel of 3 × 3 size is performed, so that not only four249

elements are involved in the calculation of correlation pixel, but250

five more elements from a greater distance. Through this, the251

correlation information between long-range pixels is quickly252

obtained. Here, the convolution kernel size is set to 3 × 3 and253

stride set to 1. In Fig. 4(c), the middle image is the intermediate254

result after the rows and columns of the bottom image are reset,255

and the spatial variation law can be seen through pixels of the256

same color. The top plane is the result of a 3 × 3 convolution of257

the middle plane.258

Compared with global shuffle convolution, local convolution259

[see Fig. 4(a)] extracts the local correlation in the image through260

the convolution operation on the local area, and then translates it261

with a certain step size and performs the convolution operation262

multiple times to achieve full coverage of local information. It263

can build deeper and more nonlinear networks but ignores the264

correlation between pixel vectors in the global scope, leading265

to information loss compared with the fully connected model.266

Dilated convolution is a variant of local convolution that expands267

the receptive field compared with local convolution. As shown268

in Fig. 4(b), under the same kernel size, the dilated convolution269

skips some pixel positions to perform convolution operations,270

thus having a larger local field of view [50]. Dilated convolution 271

can express a broader range of local correlations, but also due to 272

the operation of ignoring certain pixels, some information is lost. 273

On the other hand, although dilated convolution can extract long- 274

range related information at different distances by adjusting the 275

dilated rate, ultra-long-distance related information needs to be 276

obtained by stacking more layers, so it is not as efficient as global 277

shuffle convolution to extract global features. Summarily, global 278

shuffle convolution is more appropriate for image recognition of 279

food because of its excellent ability to capture comprehensive 280

long-range correlation information. 281

C. Approach 282

Suppose the input size of a convolution layer is 283

[N,C in, IH in, IW in], the output size is [N,Cout, IHout, IW out], 284

and convolution kernel size is [Cout, C in,KH ,KW ], where N 285

denotes the batch size, C denotes the number of channels, 286

IH and IW denotes the height and width of input images, 287

respectively. During local convolution calculation, the value of a 288

specific feature point X(t+1) of a specific channel of the output 289

feature map with input X(t) is calculated as follows: 290

X
(t+1)

Ni,Cout
j ,IHout

k ,IW out
l

= BCout
j

+
∑

h

∑

w

∑

0≤c<Cin

WCout
j ,c,h,w ×X

(t)
Ni,c,h,w

(1)

where B denotes bias parameters with size Cout, W de- 291

notes weight parameters with size [Cout, C in,KH ,KW ], h ∈ 292

[IHout
k , IHout

k +KH − 1], and l ∈ [IW out
l , IW out

l +KW − 1]. 293

The complete formula of the global shuffle convolution calcu- 294

lation method is more complicated. For simplicity, in an image 295

plane, let the number of groups in the row direction be equal 296

to KH , the number of groups in the column direction is KW , 297

and H in/KH = Hout,W in/KW = W out, that is, the number of 298

groups is consistent with the kernel size, and the size of each 299

group is the same as the output plane, and the stride of the 300

convolution is taken as the group size. Then, the calculation 301

of the value of the specified feature point Y of the output feature 302

map with input X is similar to formula (1) but 303

h ∈ {
IHout

k + k ∗ IHout
∣∣k = 0, . . . ,KH − 1

}

w ∈ {
IW out

l + k ∗ IW out
∣∣k = 0, . . . ,KW − 1

}
. (2)

Then, fold the 4-D matrix into a 2-D matrix for X(t), combine 304

bias parameters into weight parameters, and add a constant row 305

to X(t), the output of the local convolutional network 306

f(X(0)) = f (T−1)(· · · f (1)

(f (0)(X(0)W (0))W (1)) · · ·W (T−1)) (3)

where X(t)(t = 0, . . . , T − 1) is the 2-D matrix of the input or 307

2-D matrix of the output layer, T is the number of layers, W (t) 308

is the parameter matrix of each layer, f (t) is the nonlinear ac- 309

tivation function used by each layer. When nonlinear activation 310

functions are not used: f(X(0)) = X(0)W (0)W (1) · · ·W (T−1). 311
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For global shuffle convolution, the output of the network312

f(X(0)) = f (T−1)(· · · f (1)(f (0)

(X(0)M (0)W (0)
g )M (1)W (1)

g ) · · ·M (T−1)W (T−1)
g ) (4)

where M (t) is a linearity transformation matrix and W
(t)
g is313

the parameter matrix. Likewise, when not using a nonlinear314

activation function315

f(X(0)) = X(0)M (0)W (0)
g M (1)W (1)

g · · ·M (T−1)WT−1
g . (5)

In linear mode, the difference between global shuffle con-316

volution and local convolution can be understood from two317

perspectives: 1) In the global shuffle convolutional net, during318

the operation of each layer, the input matrix is first column-319

transformed, i.e., X(t) ·M (t), and then multiply it with the320

parameter matrix W
(t)
g ; 2) the parameter matrix of the global321

shuffle convolution correspond to the parameter matrix of the322

local convolution, namely323

M (t) ·W (t)
g ↔ W (t) (6)

that is, in linear mode, global shuffle convolution and local324

convolution are equivalent, but their parameter positions are325

adjusted. However, neural networks are nonlinear, only (1) is326

true, i.e., the global shuffle convolution is a series of images327

whose plane pixels are misaligned (the misalignment pattern is328

fixed). Using only global shuffle convolutions in the network is329

generally ineffective unless the dislocation results in clustered330

color patches similar to normal images.331

In our work, the parallel network structure of global shuf-332

fle convolution and local convolution are both used, the local333

convolution represents the most features of the image, and the334

global shuffle convolution assists in the collection of food infor-335

mation scattered around the image, which ultimately improves336

the accuracy of recognition.337

D. Implementation Details338

The essence of the global shuffle convolution method is to339

calculate the correlation between several pixels at any distance340

on the image plane, that is, to convolve several pixel vectors341

selected at different positions in the entire image, which is342

equivalent to adjusting these several pixel vectors to a local343

region, and then perform local convolution on this region.344

When implementing the global shuffle convolution calcula-345

tion, our actual practice is to first perform the relocation in346

the column direction of the image plane, then perform the347

rearrangement in the row direction, and finally perform the local348

convolution. As shown in Fig. 3, after the rearrangement in349

column and row directions, several pixels (2, 2), (2, 5), (5, 2), and350

(5, 5) are adjusted to be adjacent to each other, these pixels come351

from the scattered positions of the entire image plane, and local352

convolution on them is equivalent to global shuffle convolution.353

This implementation achieves certain flexibility: the number354

of groups does not have to be the same as the size of the355

convolution kernel, and the stride of the convolution does not356

have to be the same as the size of the group so that correlations357

Fig. 5. Hierarchical network layout. (a) Hierarchical layout of traditional
neural networks. (b) By drastically reducing the number of layers in the back
of the network, the hierarchical network layout adopted by GSNet effectively
reduces the number of parameters and computation.

between more complex plane pixel vectors at different positions 358

can be represented. 359

E. Network Architecture 360

This section introduces the basic parallel block, the hierar- 361

chical network layout, and the detailed network architecture of 362

GSNet. 363

Parallel block: The basic block used in our network is parallel, 364

one branch uses local convolution and the other uses global 365

shuffle convolution, the outputs of the two branches are con- 366

catenated and then propagated along the neural network. The 367

local convolution branch is the inverse residual model derived 368

from MobileNetV2, the other branch replaces the depth-wise 369

convolution part of it with our proposed global shuffle con- 370

volution. In parallel block, the local convolution branch is 371

responsible for extracting the local features at the pixel level, 372

and the global shuffle convolution branch is responsible for 373

capturing the long-range dependence between pixels in different 374

spatial locations. The local convolution branch is the main bearer 375

since most of the image features are revealed through local 376

correlations. The global shuffle convolution branch provides 377

correlation features between pixels from entire image plane and 378

is used to add long-range feature to improve the expressiveness 379

of image features. 380

Adjusted network layout: As shown in Fig. 5, we use a network 381

structure that differs from traditional models. In the traditional 382

network, since the local convolution can only represent the local 383

correlation of the image, the long-range features are obtained 384

after the multilayer local convolution. The characteristic of this 385

network structure is that there are fewer layers in the front part 386

of the network and more layers in the back part. Due to the 387

large number of channels in the middle and rear, the network is 388

heavily parameterized. By using the parallel block structure, 389

GSNet obtains the long-range correlation information at the 390

beginning of the network without relying on the shrinking part 391
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TABLE I
NETWORK SPECIFICATION

in the rear of the network with more layers. Therefore, in this392

work, we reduce the number of layers in the back of the network393

drastically, effectively reduce the number of parameters and394

computation, and then develop a lightweight food recognition395

network. The following experimental results show that this396

strategy is effective, reducing the number of parameters and397

computations while achieving higher accuracy.398

Network specification: The detailed network specification is399

given in Table I. The network first obtains a image plane through400

a local convolution and then passes through a series of parallel401

block groups. In each parallel block group, the group number402

is set according to the size of the current image resolution. At403

the tail of the network, the number of channels is expanded by404

convolution, then global pooling and dropout are performed to405

obtain and adjust the single-pixel output, and finally, a fully406

connected layer is used to map to the number of classes.407

IV. EXPERIMENTS408

A. Datasets409

To evaluate the proposed model, we conduct experiments on410

four food datasets: ETHZ Food-101 [41], Vireo Food-172 [51],411

UEC Food-256 [52], and ISIA Food-500 [53]. ETHZ Food-101412

has 101 categories, we use 75 750 images for training and 25 250413

for validation. Vireo Food-172 provides 172 categories, we use414

66 071 images for training and 44 170 images for validation.415

UEC Food-256 has 256 categories where 22 095 images are416

used for training and 9300 images are used for validation. ISIA417

Food-500 is a comprehensive food dataset composed of 500 food418

types from Wikipedia, we use 239 378 images for training and419

120 142 images for validation.420

B. Training Settings421

We train our models using an input image resolution422

256×256, a batch size of 256, and SGD optimizer with 0.9423

momentum [54]. We use the initial learning rate of 0.1 for first424

3000 iterations of linear warm-up and then a cosine schedule425

with the learning rate ranging from 0.0004 to 0.8. Furthermore,426

TABLE II
PERFORMANCE COMPARISON ON ETHZ FOOD-101[41]

we use the same data augmentation method as MobileViTv2 for 427

image preprocessing. 428

C. Experiment Results 429

Results on ETHZ Food-101: Table II presents results on ETHZ 430

Food-101. The results are grouped according to similar numbers 431

of parameters. Our model surpasses all other models in three 432

parameter ranges. Among all models with around 1 M parame- 433

ters, our model achieves 87.0% top-1 accuracy, which is 0.1%, 434

4.6%, and 4.6% higher than MobileViTv2, MobileNetV3, and 435

MobileNetV2, respectively. In around 2–3 M parameter budget 436

models, our model’s top-1 accuracy is 87.9%, which is 0.7% 437

higher than MobileViTv2, and 2.4% higher than MobileNetV3 438

and MobileNetV2. Our model also achieves the highest top-1 439

accuracy of 88.4% in the parameter range of 3–5 M, surpassing 440

MobileViTv2, MobileNetV3, and MobileNetV2 by 0.8%, 2.2%, 441

and 1.9%, respectively. We also compare with recent lightweight 442
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TABLE III
PERFORMANCE COMPARISON ON VIREOFOOD-172[51]

TABLE IV
PERFORMANCE COMPARISON ON UEC FOOD256[52]

food recognition networks; the results show that the recognition443

accuracy of our network (87.0%) is much higher than that of444

LNAS-NET (75.9%) and LTBDNN (TD-192) (76.8%) in the445

case of much fewer parameters.446

Results on Vireo Food-172: Table III presents results on447

VireoFood-172. Compared with MobileViTv2 in every param-448

eter range, our model achieves better top-1 accuracy of 87.8%449

versus 87.3%, 89.1% versus 88.0%, and 89.3% versus 88.2%450

with much lower FLOPs of 295 M versus 480 M, 665 M versus451

1,052 M, and 1,051 M versus 1,843 M. Although MobileNetV3452

and MobileNetV2 have much lower FLOPs, they lag in accuracy453

by a margin of more than 2% with our models.454

Results on UEC Food256: As seen in Table IV, the results455

are similar to the other two datasets. Our models achieve the456

highest top-1 accuracy in every parameter range. Compared457

with MobileViTv2, our model has fewer parameters and FLOPs.458

Compared with MobileNetV3 and MobileNetV2, our model459

achieves much higher top-1 accuracy with fewer parameters but460

slightly more FLOPs.461

TABLE V
PERFORMANCE COMPARISON ON ISIA FOOD-500[53]

Results on ISIA Food-500: Table V presents experimental re- 462

sults on dataset ISIA Food-500. Because of its wide range, large 463

scale, and offering of both Chinese and western food, it is harder 464

for food recognition in Food-500. Even so, our proposed GSNet 465

still achieves competitive results: compared with SOTA ViT- 466

based lightweight network MobileViTv2, the FLOPs are greatly 467

reduced with almost the same recognition rate. Compared with 468

the SOTA CNN-based lightweight network MobileNetV2 and 469

V3, our model has significantly better performance with similar 470

parameters: GSNet -1.5/-2.0 obtain 64.3%/64.9% top-1 accu- 471

racy, which is +1.6%/1.1% higher than that of MobileNetv2/v3 472

(63.8%/62.7%) with a similar number of parameters. 473

The experimental results demonstrate the effectiveness and 474

the generalization of our design. With the proposed parallel 475

block, although we reduce the number of layers in the middle 476

and rear parts of the network, the proposed network provides 477

reasonable accuracy gains over the general network architecture. 478

Considering experiments on four different food datasets with 479

consistent results, the proposed model should be effective and 480

efficient for general food vision tasks. 481

Comparison and Analysis with Results Based on Lightweight 482

Networks using ViT: Experimental results reveal that com- 483

pared with the SOTA lightweight model based on ViT, Mobile- 484

ViTv2 [21], GSNet achieves comparable or superior recognition 485

accuracy while requiring fewer parameters and significantly less 486

computational load. We believe this is based on the follow- 487

ing reasons: ViT possesses powerful capabilities for extract- 488

ing global information. However, the common challenges of 489

ViT-based lightweight models include the difficulty of training 490

and the high computational cost stemming from the quadratic 491

number of interactions between tokens. When modeling the 492

global context, ViT also incorporates positional information 493

of patches, further increasing parameter quantity and compu- 494

tational load. A key differentiating feature of food images lies in 495

the correlated characteristics among the same type of ingredients 496

dispersed throughout the image. The distant correlations among 497

the dispersed identical ingredients do not require consideration 498

of specific patch positional information. Our designed GSNet is 499
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TABLE VI
PERFORMANCE COMPARISON ON IMAGENET

precisely tailored to exploit this characteristic of food images.500

Consequently, it achieves recognition performance using CNN501

volume parameters and computational load that match or exceed502

those of ViT models.503

Results on ImageNet: Table VI presents results on ImageNet-504

1 K. The results are grouped according to CNN-based method505

and ViT-based method, all with similar numbers of parameters.506

In the comparison with the CNN-based lightweight method, it507

can be found that GSNet has the same accuracy as the newly re-508

leased MobileNetV3 when the number of parameters is roughly509

the same, but the FLOPs of GSNet are higher, which is due510

to the parallel structure including global shuffle convolution.511

Compared with ViT-based methods, taking mobileViTv2 as an512

example, our method has lower accuracy (75.3% versus 78.1%),513

but also lower FLOPs (1054 M versus 1800 M). It is found514

that the performance of our method on ImageNet is comparable515

to the SOTA CNN-based method, worse than the SOTA ViT-516

based model, and the overall performance is not as good as the517

experimental results on the food dataset. We believe this is518

because global shuffle convolution is more specific in dealing519

with the dispersed distribution of ingredients in food images520

since it can effectively extract correlated features between long-521

range pixels.522

D. Qualitative Analysis and Visualization523

Different from the image recognition mechanism of the tradi-524

tional local convolution, the network including the global shuffle525

convolution tends to collect similar color patch information526

globally in the image plane. Fig. 6 shows the comparison by the527

method provided by Grad-CAM [55]: results are obtained using528

only local convolution and using both global shuffle convolution529

and local convolution. In Fig. 6, the first row is the original530

image, the second row is heat maps generated by using only531

local convolution, and the third row is heat maps generated by532

using local and global convolution. The following can be seen533

from Fig. 6.534

1) Using only local convolution tends to identify locally535

clustered patches, which can be well-focused when they536

appear in food images. When the background is relatively537

monotonous and contains similar color blocks, the local538

convolution will also focus on the background incorrectly 539

and cause recognition failure. 540

2) Local and global shuffle convolution tends to collect sim- 541

ilar color patches globally, and its focal area tends to 542

be wider than local convolution, covering multiple color 543

patches at the same time. 544

3) Both models are affected if there are distinct color blocks 545

in the background, but the local and global shuffle model 546

is significantly less affected. 547

In summary above results show that the local and global 548

shuffle model is more suitable to the scattered-color features 549

of food images and can achieve better recognition results. 550

Fig. 7 illustrates cases of misrecognition by our method on 551

the ETHZ Food-101 and Vireo Food-172 datasets. Based on 552

the visual results reflected in the heatmaps, we analyze the 553

reasons for recognition failures as follows. Whether employing 554

local convolution or global convolution, both tend to extract 555

features from prominent color blocks present in the image. 556

Global convolution, however, can gather information on the cor- 557

relation among dispersed but related color blocks in the image, 558

thereby generating global features. Nevertheless, a characteristic 559

of convolutional operations is their susceptibility to being drawn 560

towards color blocks with strong color consistency, making 561

them prone to being misled by the background and failing 562

to focus on the target object. While global convolution may 563

mitigate this issue to some extent by collecting information on 564

the correlation among related color blocks globally, the impact 565

is more significant when using local convolution alone, leading 566

to a higher likelihood of recognition failures. 567

E. Ablation Study 568

In this section, we ablate important design elements in the 569

proposed model using image classifications on four datasets. 570

Effectiveness of global shuffle convolution: Ablations of the 571

global shuffle convolution effect on four datasets are reported in 572

Table VII. The models with global shuffle convolution blocks 573

obtain more higher top-1 accuracy: 69.6% (Food-256), 87.0% 574

(Food-101), and 87.8% (Food-172) compared with models with- 575

out global shuffle convolution blocks: 69.1% (Food-256), 85.5% 576

(Food-101), and 86.5% (Food-172). That indicates the global 577

shuffle convolution block is effective in improving models’ 578

accuracy by gathering long-range features. We also exclude local 579

convolution blocks and train the models with only global shuffle 580

convolution blocks. Surprisingly, they achieve top-1 accuracy: 581

56.0% (Food-256), 73.7% (Food-101), and 76.8% (Food-172). 582

The results confirm that global shuffle convolution can indeed 583

extract fairly discriminative features for food images. 584

Activation function: Compared with traditional networks, 585

we make a significant reduction in parameters and computa- 586

tion by the strategy of reducing the number of layers. Con- 587

sidering that the more radical activation function could be 588

effective in expanding the searching domain for the sim- 589

pler model architecture, we use HardSwish as the activa- 590

tion function of all nonlinear layers. Here, we compared the 591

effectiveness of two typical activation functions HardSwish 592

and rectified linear unit (ReLU). Compared with ReLU with 593

gradient values of 0 and 1, HardSwish is featured with a steep 594
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Fig. 6. Visualization of experimental results comparison. (a) Examples from dataset ETHZ Food-101. (b) Examples from dataset Vireo Food-172; Left 4 columns
are cases where both local convolution and local+global shuffle convolution can correctly identified; Right 6 columns are cases where local convolution fails but
local+global shuffle convolution succeed. The first row is the original image, the second row is the heat maps generated by using only local convolution, and the
third row is the heat maps generated by using local+global shuffle convolution. (a) Samples from ETHZ Food-101. (b) Samples from Vireo Food-172.

Fig. 7. Visualization of recognition failure cases. (a) Examples from dataset
ETHZ Food-101. (b) Examples from dataset Vireo Food-172. The first row is
the original image, the second row is the heat maps generated by using only local
convolution, and the third row is the heat maps generated by using local+global
shuffle convolution. (a) Cases of recognition failure from ETHZ Food-101. (b)
Cases of recognition failure from Vireo Food-172.

curve and wider gradient values ranging from (−1/2, 3/2).595

As given in Table VII, the models using HardSwish achieve596

higher top-1 accuracy: 69.6% (Food-256), 87.0% (Food-101),597

and 87.8% (Food-172), compared with models using ReLU:598

68.9% (Food 256), 86.8% (Food-101), and 87.4% (Food-172).599

The results show that the HardSwish activation function helps600

to find better solutions.601

V. CONCLUSION AND FUTURE WORK602

Focusing on the specific attributes of food images, we intro-603

duce a lightweight and efficient CNN network model tailored for604

food image recognition. Our model leverages a block structure605

comprising global shuffle convolution and local convolution in606

parallel. The integration of global shuffle convolution adeptly607

TABLE VII
ABLATION STUDY

addresses the dispersed distribution of ingredients in food im- 608

ages, leading to a notable enhancement in recognition accuracy. 609

To complement this, we strategically reduce the number of layers 610

in the rear portion of the network, capitalizing on the front-end’s 611

emphasis on capturing long-range information. This approach 612
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effectively mitigates the parameter count and FLOPs. Evaluation613

across four prominent food image databases demonstrates that614

our method outperforms existing CNN-based, ViT-based, and615

hybrid lightweight network models. The development of this616

lightweight network holds promise for enhancing server-side617

training efficiency and facilitating the deployment of food recog-618

nition applications on mobile platforms. This forms a robust619

foundation for individuals to make informed, environmentally620

conscious, and health-driven dietary choices in their daily lives.621

Moving forward, our future endeavors will encompass622

adapting to diverse hardware architectures and operating623

system environments for end devices. In addition, we624

aim to deploy lightweight algorithms for food recognition,625

detection, and segmentation, ultimately offering personalized626

recommendations for environmentally sustainable and627

health-conscious dietary choices.628
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